hp Discontinuous Galerkin methods for advection dominated problems in shallow water flow
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Abstract

In this paper, we discuss the development, verification, and application of an hp discontinuous Galerkin (DG) finite element model for solving the shallow water equations (SWE) on unstructured triangular grids. The h and p convergence properties of the method are demonstrated for both linear and highly nonlinear problems with advection dominance. Standard h-refinement for a fixed p leads to p + 1 convergence rates, while exponential convergence is observed for p-refinement for a fixed h. It is also demonstrated that the use of p-refinement is more efficient for problems exhibiting smooth solutions. Additionally, the ability of p-refinement to adequately resolve complex, two-dimensional flow structures is demonstrated in the context of a coastal inlet problem.
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1. Introduction

The shallow water equations (SWE) are extensively applied to model flows in coastal oceans, inlets, rivers and adjacent floodplains. These equations include two numerically troublesome processes that have led to intensive algorithmic development over the past four decades. The SWE are, in their simplest form, long wave propagation equations and numerical solutions are often plagued by energetic artificial spurious modes that appear even in solutions of the fully linear SWE and are independent of the level of wave form resolution [1–3]. In addition, the nonlinear advective acceleration terms can lead to the generation of spurious modes associated with phase errors for poorly resolved scales. The numerical difficulties associated with the wave propagation and advection processes have traditionally been solved using distinct algorithms. For continuous Galerkin (CG) finite element solutions, successful techniques to the spurious mode problem associated with wave propagation include reformulating the governing equations [4,5] or using grid enriched velocity solutions [6]. The nonlinear advective terms have been approached with algorithms such as the streamline upwind Petrov–Galerkin (SUPG) method [7] or fractional step methods which implement Lagrangian tracking to solve for the advection process [8]. Although these techniques have made progress towards solving the fully nonlinear form of the SWE, robustness, accuracy and artificial damping problems remain.

Recently discontinuous Galerkin (DG) methods applied to the SWE have emerged and provide a unified approach to solving the numerical difficulties associated with both the wave propagation and advection processes. The main advantages of DG methods for shallow water flows are: their ability to capture smooth physically damped solutions to the wave propagation problem; their ability to handle advection dominated flows including problems with hydraulic jumps or bores (discontinuities); their inherent elemental mass and momentum conservation properties, which make them ideal for coupling flow and transport
models; and the case with which both \(h\) (grid) and \(p\) (polynomial order) refinement, and also adaptivity can be implemented. In this paper, we discuss the development, verification, and application of an \(hp\) DG finite element model for solving the SWE on unstructured triangular grids. In particular, we focus on applications involving advection dominated SWE using high-order \(p\) solutions.

Although DG methods first appeared in the 1970s (see for example [9]), application of these methods to the SWE has only appeared in the literature in the past 5 years, and most of these studies have focused primarily on the application of the method to specialized problems involving dam break flows and hydraulic jumps and/or have employed essentially low-order \(p\) approximations [10–14]. It is only very recently that \(hp\) (or spectral) DG methods employing high-order \(p\) approximations have been preliminarily investigated for the SWE [15–17]. In [15,17] high-order global DG SWE models, which solve the equations on the sphere using curvilinear quadrilateral elements, were developed and applied to a number of tests cases for problems of a global scale (e.g. global, steady-state, geostrophic flow). Both approaches used the local Lax–Friedrich (LLF) flux as the Riemann solver. In [16], a high-order DG SWE model using triangular elements was developed that solves the so-called divergence form of the equations and makes use of the HLLC Riemann solver. The \(hp\) convergence properties of the model were demonstrated for a simple linear problem.

The present study differs from these previous studies in terms of the details of the implementation, the problems examined, and the assessment of the method in terms of \(hp\) convergence properties. With regard to the details of the implementation, the DG method presented solves the so-called Green’s form of the equations making use of approximating polynomials of arbitrary order over triangular elements that are linked through a numerical flux approximated using Roe’s method. In order to maintain computational efficiency for high-order implementations of the method, an orthogonal and hierarchical triangular basis is used along with efficient symmetrical Gaussian quadrature rules that are optimal (or near optimal) for the triangle. This results in a matrix-free algorithm that uses a minimum number of quadrature points.

In terms of the problems that are examined and the assessment of the method, previous convergence studies have typically been limited to simplified steady-state or linear problems without the presence of source/sink terms, spatially varying bathymetry, or time-varying boundary conditions – factors that are essential to include for an assessment of the method’s potential to model realistic flow scenarios in coastal engineering problems. In this paper, we examine a linear channel problem, a fully nonlinear channel problem with spatially varying bathymetry, and a fully nonlinear inlet problem with an ebb shoal. The latter problems are strongly advection dominated, with the inlet problem involving the formation, development and advection of energetic eddies. The \(hp\) convergence properties of the DG method are rigorously assessed for these linear and nonlinear problems. Through systematic \(h\) and \(p\) refinement, the dual paths to convergence of the method are demonstrated. Although no theoretical convergence rates are known for DG methods that incorporate complex numerical fluxes (such as the HLLC or Roe flux) applied to the fully nonlinear SWE without eddy viscosity, previous numerical results using \(hp\) DG methods have shown \(h\)-convergence rates of \(p+1\) and exponential \(p\)-convergence rates for linear problems (see for example [16,18]; also see [19] for a theoretical result that considers a viscous form of the SWE and uses upwind fluxes). In this paper, for both linear and nonlinear problems, we demonstrate that standard \(h\) refinement for a fixed \(p\) leads to convergence rates of approximately \(p+1\), while exponential convergence is observed for \(p\) refinement on a fixed mesh. It is also demonstrated that the use of \(p\) refinement is more efficient for problems exhibiting smooth solutions. Additionally, the ability of \(p\)-refinement to adequately resolve complex two-dimensional flow structures is investigated in the context of a coastal inlet problem.

This paper is organized as follows. In the next section, the SWE equations are presented. We then proceed with a detailed description of our implementation of the DG method for the two-dimensional SWE’s, including specific details on the numerical flux, basis, and quadrature rules that are employed. In Section 4, numerical results are presented and the performance of the method is evaluated in a series of test cases ranging in complexity from smooth linear problems to highly nonlinear, advection dominated flow scenarios. Section 5 summarizes this work and discusses future developments in this area using DG methods.

2. Governing equations

The two-dimensional SWE consist of the depth-averaged continuity equation and the \(x\) and \(y\) momentum equations written here in conservative form

\[
\frac{\partial \xi}{\partial t} + \frac{\partial}{\partial x}(Hu) + \frac{\partial}{\partial y}(Hv) = 0,
\]

\[
\frac{\partial}{\partial t}(uH) + \frac{\partial}{\partial x}(Hu^2 + \frac{1}{2}g(H^2 - h^2)) + \frac{\partial}{\partial y}(Huv) = g_s \frac{\partial h}{\partial x} - \tau u H + F_x,
\]

\[
\frac{\partial}{\partial t}(vH) + \frac{\partial}{\partial x}(Huv) + \frac{\partial}{\partial y}(Hv^2 + \frac{1}{2}g(H^2 - h^2)) = g_s \frac{\partial h}{\partial y} - \tau v H + F_y,
\]

where \(\xi\) is the elevation of the free surface measured from the geoid (positive upwards), \(h\) is the bathymetric depth measured from the geoid (positive downwards), \(H = \xi + h\) is the total height of the water column, \(g\) is the gravitational constant, \(u\) and \(v\) are the depth-averaged velocities in the \(x\) and \(y\) directions respectively, \(\tau\) is the bottom friction factor, and \(F_x\) and \(F_y\) are meant to represent any additional terms which may be present due to Coriolis
force, tidal potential forces, surface stresses such as wind or wave radiation stresses, etc. The specific functional form of these additional terms is not important in the details of the algorithm to be outlined. Eqs. (1)–(3) are supplemented with suitable initial and boundary conditions.

Note that the equations have been written in so-called divergence form. That is, each equation takes the form

$$\frac{\partial}{\partial t} \text{w}_i + \nabla \cdot \mathbf{F}_i(\mathbf{w}) = s_i(\mathbf{w}),$$

where \(i = 1, 2, 3\) and \(w_i\) is the \(i\)th component of the vector \(\mathbf{w}\) of conserved variables

$$\mathbf{w} = [\zeta, \ uH, \ vH]^T,$$  

(5)

\(\mathbf{F}_i\) is the \(i\)th row of the flux function matrix whose columns are the flux function vectors in the \(x\) and \(y\) directions denoted by \(\mathbf{f}_x\) and \(\mathbf{f}_y\) respectively:

$$\mathbf{F} = [\mathbf{f}_x, \ \mathbf{f}_y] = \begin{bmatrix} uH & vH \\ Hu^2 + \frac{1}{2} g(H^2 - h^2) & Hu \\ Hu & Hv^2 + \frac{1}{2} g(H^2 - h^2) \end{bmatrix}$$

(6)

and finally \(s_i\) is the \(i\)th component of the vector \(\mathbf{s}\) of source/sink terms which is given by

$$\mathbf{s} = \begin{bmatrix} 0, \ \frac{\partial h}{\partial x} + F_x - \tau uH, \ \frac{\partial h}{\partial y} + F_y - \tau vH \end{bmatrix}^T.$$

(7)

With these definitions, the equations can be written in the concise form

$$\frac{\partial \text{w}}{\partial t} + \frac{\partial \mathbf{f}_x}{\partial x} + \frac{\partial \mathbf{f}_y}{\partial y} = \mathbf{s}.$$  

(8)

3. Discontinuous Galerkin method

We first introduce notation that will be used. Given a domain \(\Omega \subset \mathbb{R}^2\), which has been triangulated into a set of non-overlapping, but not necessarily conforming, elements, let \(\Omega_e\) define the domain of an element \(e\) and denote the boundary of the element by \(\partial \Omega_e\). An inner product taken over \(\Omega_e\) will be denoted by \((\cdot, \cdot)_{\Omega_e}\), and an inner product taken over \(\partial \Omega_e\) will be denoted by \((\cdot, \cdot)_{\partial \Omega_e}\). The outward unit normal vector of \(\partial \Omega_e\) will be denoted by \(\text{n}\), and the fixed unit normal vector for a given edge \(i\) of \(\partial \Omega_e\) will be denoted by \(\text{n}_i\).

We approximate \(\mathbf{w}\) by \(\mathbf{w}_h\), the components of which belong to the space of piecewise smooth functions that are differentiable over an element, but which allow discontinuities between elements. We denote this space of functions by \(V_h\). The value of a function \(v \in V_h\) along \(\partial \Omega_e\) is denoted by \(v^{(in)}\) when approaching \(\partial \Omega_e\) from the interior of an element \(e\) and by \(v^{(ex)}\) when approaching \(\partial \Omega_e\) from the exterior of an element.

The SWE are put into a discrete weak form by replacing \(\mathbf{w}\) by \(\mathbf{w}_h\), multiplying each equation by a test function \(v \in V_h\), integrating over each element, and integrating the divergence term by parts

$$\left( \frac{\partial}{\partial t} (w_h)_i, v \right)_{\Omega_e} - (\nabla v, \mathbf{F}_i)_{\Omega_e} + (\mathbf{F}_i \cdot \text{n}, v)_{\partial \Omega_e} = (s, v)_{\Omega_e},$$

(9)

where \((w_h)_i\) is the \(i\)th component of \(w_h\). Due to the fact that discontinuities are permitted along \(\partial \Omega_e\), the flux \(\mathbf{F}\), which may be dual-valued along \(\partial \Omega_e\), is replaced in the boundary integral by a single-valued numerical flux denoted by \(\tilde{\mathbf{F}}\). Making this substitution the discrete weak formulation of the problem is now given by

$$\left( \frac{\partial}{\partial t} (w_h)_i, v \right)_{\Omega_e} - (\nabla v, \mathbf{F}_i)_{\Omega_e} + (\tilde{\mathbf{F}}_i \cdot \text{n}, v)_{\partial \Omega_e} = (s, v)_{\Omega_e},$$

(10)

where \(\tilde{\mathbf{F}}_i\) is the \(i\)th row of \(\tilde{\mathbf{F}}\).

To complete the spatial discretization, we must now define the procedure used to calculate the numerical flux, the choice of basis functions, and the method used to evaluate the integrals of Eq. (10). This is done in the following sub-sections.

3.1. The numerical flux – solving the Riemann problem

To define the numerical flux, it is useful to begin by computing the Jacobian matrices of the \(x\) and \(y\) flux function vectors

$$\mathbf{J}_x = \frac{\partial \mathbf{f}_x}{\partial \mathbf{w}} = \begin{bmatrix} 0 & 1 & 0 \\ -u & v & u \\ gH - u^2 & 0 & 2u \end{bmatrix},$$

(11)

$$\mathbf{J}_y = \frac{\partial \mathbf{f}_y}{\partial \mathbf{w}} = \begin{bmatrix} 0 & 0 & 1 \\ -u & u & v \\ gH - v^2 & 0 & 2v \end{bmatrix}$$

and a “normal Jacobian matrix” defined by

$$\mathbf{J}_s = \mathbf{J}_x n_x + \mathbf{J}_y n_y,$$

(12)

where \(n_x\) and \(n_y\) are the \(x\) and \(y\) components, respectively, of the unit normal vector, \(\text{n}\). This matrix has the following eigenvalues:

$$\lambda_1 = u n_x + v n_y - \sqrt{gH}, \quad \lambda_2 = u n_x + v n_y,$$

(13)

$$\lambda_3 = u n_x + v n_y + \sqrt{gH}$$

and the corresponding eigenvectors

$$\mathbf{r}_1 = \begin{bmatrix} 1 \\ -u - \sqrt{gH} n_x \\ v - \sqrt{gH} n_y \end{bmatrix}, \quad \mathbf{r}_2 = \begin{bmatrix} 0 \\ -n_x \\ n_y \end{bmatrix}, \quad \mathbf{r}_3 = \begin{bmatrix} 1 \\ u + \sqrt{gH} n_x \\ v + \sqrt{gH} n_y \end{bmatrix}.$$  

(14)

Using these eigenvalues and eigenvectors we define the following matrices:
where $P^2_1$ is the $N$th order Jacobi polynomial of weights $x$ and $\beta$, $\xi_i$ are the coordinates of the master triangular element, and $\eta_i$ are the coordinates given by the transformation:

$$\eta_i = \frac{2(1 + \xi_i)}{(1 - \xi_2)} - 1, \quad \eta_2 = \xi_2. \quad (20)$$

This transformation effectively maps the triangular master element into a quadrilateral one as shown in Fig. 1. It is noted that there is a singularity in the transformation given by Eq. (20) at $\xi_2 = 1$. However, as noted in [18], even though the transformation is singular, the basis functions, $\phi_{ij}$, are not singular functions in terms of the $\xi$-coordinates. They are in fact polynomials. The $\frac{1}{(1-\xi_2)}$ term appearing in $\phi_{ij}$ ensures this. For example, the basis function for $i = 1, j = 0$ expressed in the $\xi$-coordinates is

$$\phi_{10} = \left[\frac{2(1 + \xi_1)}{1 - \xi_2} - 1 \right] \left(\frac{1 - \xi_2}{2}\right),$$

$$= \xi_1 + \frac{1}{2} \xi_2 + \frac{1}{2}.$$

Thus, the basis functions $\phi_{ij}$ are polynomials both in terms of $\xi^*$- and $\eta^*$-coordinate systems.

With this basis the approximate solution is now defined as

$$w_k = \sum_i \sum_j w_{ij} \phi_{ij}, \quad (22)$$

where $w_{ij}$ are the modal degrees of freedom. Due to the hierarchical nature of basis, a linear element is obtained by using the first three functions, a quadratic element by using the first six, and so on.

### 3.3. Quadrature rules

The integrals appearing in Eq. (10) are typically evaluated using quadrature rules, although a quadrature free DG method has been implemented as well [24]. Note that both an area integral and a boundary integral, which
resulted from the integration by parts, need to be evaluated. For a DG spatial approximation of degree $p$, the area and boundary integrals should be integrated with $2p$ and $2p+1$ Gaussian quadrature rules, respectively [25]. The boundary integrals can be evaluated using standard one-dimensional Gaussian quadrature rules. Typically for $hp$ or spectral versions of the DG method using triangular elements, the area integrals are evaluated using a product of one-dimensional Gaussian quadrature rules over the master quadrilateral element (see for example [16,26]). In our implementation, instead of using this procedure, we have employed efficient high-degree symmetric Gaussian quadrature rules specifically for the triangle as defined in [27], which gives quadrature rules for the triangle up to degree 20. Use of these quadrature rules results in a lower number of Gauss points when compared to using a product of one-dimensional Gaussian quadrature rules over a quadrilateral. For example, for a $p = 4$ spatial approximation 25 quadrature points are required for the area integral when using a product rule while only 16 points are required when using the quadrature rule for the triangle.

### 3.4. The Runge–Kutta time discretization

The DG spatial discretization reduces the problem to a system of ODE’s. After inverting the mass matrix (which is diagonal and therefore trivially inverted), we can write the systems of ODE’s in the following concise form:

$$\frac{d}{dt}(\mathbf{w}_h) = L_h(\mathbf{w}_h).$$

We discretize this system of ODE’s using explicit total variation diminishing (TVD) Runge–Kutta schemes, which were first introduced by Shu and Osher, [28,29]. We note that these schemes preserve the TVD property of the DG spatial discretization and the forward Euler method with the application of a slope limiter [30]. For a linear or $p = 1$ spatial approximation we use a second-order scheme which is given by

$$w_h^{(1)} = w_h^{(0)} + \Delta t L_h(\mathbf{w}_h^{(0)}),$$

$$w_h^{(1)} = \frac{1}{2} (w_h^{(0)} + w_h^{(1)} + \Delta t L_h(w_h^{(1)})).$$

For spatial approximations of order $p > 1$ we use a third-order scheme

$$w_h^{(1)} = w_h^{(0)} + \Delta t L_h(\mathbf{w}_h^{(0)}),$$

$$w_h^{(2)} = \frac{3}{4} w_h^{(0)} + \frac{1}{4} (w_h^{(1)} + \Delta t L_h(w_h^{(1)})),$$

$$w_h^{(3)} = \frac{3}{4} w_h^{(0)} + \frac{2}{3} \left( w_h^{(2)} + \Delta t L_h(w_h^{(2)}) \right).$$

Due to the fact that these schemes are explicit, the size of the timestep is limited by a CFL condition. In practice, we take

$$\Delta t \leq \min_e \left( \frac{h_e}{(\mu_{\max}) (2p+1)} \right),$$

where $h_e$ is the diameter of the element and $\mu_{\max}$ is an estimate of the maximum (in absolute value) of the eigenvalues given by Eq. (13) for an element $e$. The factor of $1/(2p+1)$ is an estimate of the CFL number required for stability (see [30]).

### 3.5. The slope limiter

When the solution displays sharp fronts or shocks the application of a slope limiter at each intermediate time step of the schemes described above can be used in order to control local oscillations. This procedure may reduce the order
of the approximation in the neighborhood of the sharp front if an oscillation is detected. For the problems considered in this paper, we have found it unnecessary in practice to apply any kind of limiting.

### 3.6. Boundary conditions

Boundary conditions are enforced weakly through the numerical flux by specifying appropriate exterior values for the variables along boundary edges.

No-normal flow or land boundaries are enforced by specifying the following exterior conditions:

\[ Q_n^{(ex)} = -Q_n^{(in)}, \quad Q_t^{(ex)} = Q_t^{(in)}, \quad \zeta^{(ex)} = \zeta^{(in)}, \quad (27) \]

where \( Q_n \) are \( Q_t \) are the flow rates in the normal and tangential directions of the given edge, respectively.

At open water boundaries prescribed surface elevations, \( \zeta^{b,c} \), or flow rates, \( Q^{b,c} \) are specified as exterior values of the corresponding variable. The remaining variables are simply set equal to their corresponding interior values. That is, for an elevation specified open boundary condition we specify:

\[ \zeta^{(ex)} = \zeta^{b,c}, \quad Q^{(ex)} = Q^{(in)}. \quad (28) \]

and for a flow specified open boundary condition we specify:

\[ Q^{(ex)} = Q^{b,c}, \quad \zeta^{(ex)} = \zeta^{(in)}. \quad (29) \]

In some cases for higher-order approximations \( (p \geq 3) \), the elevation specified boundary condition has led to instabilities occurring at or near corners or when the flow is nearly parallel to the boundary as is the case when interior generated eddies propagate to the open boundary. It was found that this problem can be avoided by specifying a zero exterior tangential flow along the given edge or by specifying an equivalent flow specified boundary condition. The proper specification of open ocean boundary conditions in the framework of the DG method is currently being investigated.

In the case of a radiation boundary condition, we simply set the exterior values of all the variables to their corresponding interior values.

### 4. Numerical examples

The DG method outlined above has been applied to a number of problems varying from linear to highly nonlinear. In this section, the results of three sets of test cases, which are described in the following sub-sections, are presented. In cases where the error is evaluated, it is computed at the barycenter of each element in the domain by comparing the numerical solution to either an analytical or highly refined numerical solution. We then define the maximum or \( L^\infty \) error as the maximum (in absolute value) of the errors over all of the elements.

#### 4.1. Problems P1.1 and P1.2: Rectangular harbor with linear SWE

In the first problem, we look at a linear wave propagation problem by solving the linear SWE, which are obtained from Eqs. (1)–(3) by neglecting the advective terms, assuming the height of the free surface is small compared to the total depth, and using a linear bottom friction. Thus the linear SWE equations take the form

\[ \text{Fig. 3.} \]
For these equations Lynch and Gray [31] derive analytical solutions to a number of geometrically idealized estuary problems that are meant to serve as verification tools for shallow water models. In an effort to make these problems rigorous test cases, they incorporate tidal forcing, bottom friction, wind stress, spatially varying bathymetries, and both Cartesian and polar geometries. By linearizing the shallow water equations and restricting themselves to periodic forcing functions, they obtain a number of dynamic steady-state solutions.

Here, we present solutions to the flat bathymetry Cartesian geometry case (see Table 2 of [31]) both with and without linear bottom friction, \( \tau = \text{constant} \). Although not presented here, the method has also been applied to the cases of linear and quadratic varying bathymetry as well. The domains of the problem are defined as rectangular harbors with land boundaries on the north, south, and west (specified by no normal flow) and an open ocean boundary on the east (specified by an elevation). The harbors, shown in Fig. 2, are defined as 45,000 m wide in the north–south direction and 90,000 m long in the east–west direction. The problems are forced with a 0.30 m amplitude \( M_2 \) tidal signal. We examine the flat bathymetry case both without bottom friction (denoted P1.1) and with linear bottom friction, \( \tau = 0.0001 \text{ s}^{-1} \) (denoted P1.2). In both cases, the linear SWE equations are solved, and the initial conditions are defined according to the exact solution at time \( t = 0 \). A time step of 1 s is used for all the simulations, which is well below the estimate provided by Eq. (26). This was done to insure that the spatial errors were the dominant part of the overall error since we are primarily interested in the rate of convergence of the DG spatial discretization.

Fig. 4. \( h \) Convergence for problem P1.1 in surface elevation and velocity.

<table>
<thead>
<tr>
<th>( h )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_1.1 )</td>
<td>( \tau = 0 )</td>
<td>( \tau = 0.0001 \text{ s}^{-1} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1

Computed orders of convergence for problem P1.1

<table>
<thead>
<tr>
<th>( h )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 )</td>
<td>( 2 )</td>
</tr>
</tbody>
</table>

Order of convergence – surface elevation

| \( h \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) |
|---|---|---|---|
| \( h_1 \) | \( 1.9261 \) | \( 3.1312 \) | \( 3.8957 \) | \( 5.1158 \) |
| \( h_2 \) | \( 1.9869 \) | \( 3.0562 \) | \( 3.9527 \) | \( 5.0569 \) |
| \( h_3 \) | \( 1.9432 \) | \( 3.0314 \) | \( 3.9779 \) | \( 4.8490 \) |

Order of convergence – velocity

<table>
<thead>
<tr>
<th>( h )</th>
<th>( 1 )</th>
<th>( 2 )</th>
<th>( 3 )</th>
<th>( 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_1 )</td>
<td>( 1.7802 )</td>
<td>( 3.1566 )</td>
<td>( 4.0882 )</td>
<td>( 5.1158 )</td>
</tr>
<tr>
<td>( h_2 )</td>
<td>( 1.8605 )</td>
<td>( 2.9898 )</td>
<td>( 4.0104 )</td>
<td>( 5.0569 )</td>
</tr>
<tr>
<td>( h_3 )</td>
<td>( 1.9265 )</td>
<td>( 3.0107 )</td>
<td>( 4.0038 )</td>
<td>( 5.4054 )</td>
</tr>
</tbody>
</table>
The error is computed at $t = 2$ days by comparing the numerical solutions to the analytical solutions.

First, we examine the $h$ convergence properties of the method by fixing $p$ and varying $h$ by systematically refining the grid as shown in Fig. 3. Errors are plotted as a function of $h$ on a log–log scale for a range of $p$ values in Fig. 4 for problem P1.1. The numerical rates of convergence are tabulated in Table 1 where it can be observed that optimal convergence rates of approximately $p + 1$ are observed in both the surface elevation and the velocity. We note that the slight degradation of the convergence rate in the surface elevation computed from $h_3$ to $h_4$ for $p = 4$ is due to the fact that the errors are on the order of machine precision.

Next, the $p$ convergence properties of the method are investigated by fixing $h$ and varying $p$. In Fig. 5, the error is plotted as a function of $p$ on a linear-log scale for the first level of grid refinement where it can be noted that the expected exponential rate of convergence is obtained (observed as a straight line on the linear-log plot) in both the surface elevation and velocity solutions.

Fig. 5. $p$ Convergence for problem P1.1 in surface elevation and velocity.

Fig. 6. $hp$ Convergence for problem P1.1 in surface elevation and velocity.

Fig. 7. Error in surface elevation vs. adjusted CPU times for problem P1.1.
The results of the $h$ and $p$ convergence studies can be combined on a single plot by plotting the error as a function of the total number of degrees of freedom. This is done in Fig. 6 where the solid lines indicate $h$ refinement for a fixed $p$ and the dashed lines indicate $p$ refinement for a fixed $h$. For a given number of degrees of freedom the higher-order elements have lower error levels. Given

<table>
<thead>
<tr>
<th>$h$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.1279</td>
</tr>
<tr>
<td>3</td>
<td>1.9920</td>
</tr>
<tr>
<td>4</td>
<td>1.9728</td>
</tr>
</tbody>
</table>

Table 2
Computed orders of convergence for problem P1.2

<table>
<thead>
<tr>
<th>$h$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.9784</td>
</tr>
<tr>
<td>3</td>
<td>2.0080</td>
</tr>
<tr>
<td>4</td>
<td>2.0038</td>
</tr>
</tbody>
</table>

Table 3
Computed orders of convergence for problem P3

<table>
<thead>
<tr>
<th>$h$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.9318</td>
</tr>
<tr>
<td>3</td>
<td>1.9749</td>
</tr>
<tr>
<td>4</td>
<td>1.9236</td>
</tr>
<tr>
<td>3</td>
<td>1.9806</td>
</tr>
</tbody>
</table>

Fig. 9. $p$ Convergence for problem P2 in surface elevation and velocity for grid refinement $h_2$.

Fig. 8. Domain of problem P2: (a) plan view problem P2; (b) cross section of problem P2.
that the CPU time of a simulation is proportional to the total numbers of degrees of freedom, this suggests that using $p$ refinement is significantly more efficient than using standard $h$ refinement (at least, for smooth solutions as in this particular problem). This fact is verified in Fig. 7 where the error is plotted as a function of the estimated CPU time required for stability (see explanation below). Clearly, a given error level can be obtained in a shorter amount of time using $p$ refinement rather than $h$ refinement. As previously mentioned, the time steps used in these simulations were set arbitrarily small ($\tau = 1$ s) so that the spatial errors were certain to be the dominant contribution to the overall error. In order to compensate for this in analyzing the efficiency of the method, the CPU times used in plotting Fig. 7 have been adjusted based on the time step restriction given by Eq. (26) as follows: for $p = 1$ the CPU times for grid refinements $h_2$, $h_3$, and $h_4$ are multiplied by factors of 2, 4, and 8, respectively. For $p > 1$ the CPU times are adjusted by the factors for the grid refinement and by the ratio of the factor $(2p + 1)$ for the given $p$ and $p = 1$, i.e. the factor $(2p + 1)/3$ which takes into account the additional reduction of the time step that is introduced by increasing $p$.

Finally, the results of problem P1.2, which includes linear bottom friction, are briefly summarized in Table 2. It can be noted that the convergence rates are very similar to problem P1.1 with rates of approximately $p + 1$ being obtained again. As with problem P1.1, we note again that the slight degradation of the convergence rates computed from $h_3$ to $h_4$ for $p = 4$ are due to machine precision.

4.2. Problem P2: Rectangular estuary with nonlinear SWE

In the previous set of test problems, the linear SWE were solved and the wave propagation characteristics of the solution were examined. With this problem, the full nonlinear SWE are solved as a means of rigorously assessing the performance of the method for flows with wave propagation and highly nonlinear advection dominance. In addition, there are nonlinear contributions from finite amplitude terms as well as bottom friction.

As with the previous problem, the domain is a rectangular harbor or channel surrounded on three sides by land boundaries with the remaining side on the east being an elevation specified open ocean boundary. The domain is 1 km wide in the north–south direction and 20 km long in the east–west direction. The bathymetry is flat at 5 m of depth with the exception of a 2 km long (in the east–west direction) 3 m amplitude sinusoidal bump in the center of the domain that runs the entire width of the channel (see Fig. 8). The problem is forced with a 1 m amplitude $M_2$ tidal signal. These conditions, both the bathymetry and large amplitude tidal forcing, are chosen to generate significant nonlinear components in the solution. Nonlinear bottom friction is also included where the bottom friction factor $\tau$ is given by

$$\tau = C_f \frac{\sqrt{u^2 + v^2}}{H},$$

where $C_f$ is the bottom drag coefficient (taken here to be $C_f = 0.003$). The problem is started from rest, and the
amplitude of the tidal forcing at the open ocean boundary is slowly raised from 0 m to the full 1 m amplitude over the duration of half of a day using a hyperbolic tangent ramp function. The simulation time is 2 days.

Again, the $h$ and $p$ convergence properties of the method are investigated. Three levels of $h$ and $p$ refinement and are used: $h = 200$ m, 100 m, 50 m; and $p = 1$, 2, 3. For lack of an analytical solution, a coarse grid solution with $p = 7$ is used as the “exact” solution for the purposes of computing the error. The convergence results are presented in Table 3 where it can be observed that even for highly nonlinear flows $h$ convergence rates of approximately $p + 1$ are still obtained for both the surface elevation and flow rates. Again, exponential convergence rates are obtained in the case of $p$-refinement as shown in Fig. 9.

4.3. Problem P3: Idealization of a coastal inlet with nonlinear SWE

In this problem, we examine the idealization of a typical coastal ocean modeling application, which gives rise to the formation and advection of strong eddies. The idealized

Fig. 11. Computational grids of problem P3: (a) grid $h_1$; (b) grid $h_2$. 
domain is shown in Fig. 10, which consists of a back-bay that is connected to the open ocean to the west via an inlet with twin jetties. The bathymetry varies linearly from 19 m at the open ocean boundary to 5 m at the entrance of the inlet. Immediately to the west of the inlet is an ebb shoal approximately 750 m in diameter with a maximum height of 2 m at the center of the top. The formation of an ebb shoal is a common occurrence at coastal inlets and forms due to the deceleration of the flow as it exits the inlet system, which results in the deposition of large amounts of sediment that are being transported by the flow. In many instances, the growth of an ebb shoal can render a coastal inlet useless and returning it to operational status, through dredging operations, represents a significant cost to the agencies that maintain them. Sediment transport models (see for example [32]) can be used to analyze these systems, but rely on the input of an accurate representation of the flow field that resolves the fine-scale flow features of the problem such as the formation of eddies.

Traditionally, with $h$-versions of finite element SWE models, $h$-refinement would be added in the vicinity of the inlet, jetties, and the ebb shoal until a satisfactorily level of spatial resolution is achieved, which adequately captures the flow field. This is often a time consuming, iterative process and the level of $h$-refinement that is required can often result in a significant increase in the computational cost. However, as demonstrated in problem P1.1 the use of uniform $p$-refinement in DG methods offers an efficient alternative to adding $h$-refinement. Furthermore, the use of $p$-refinement simplifies the design of the computational grid, which would only be required to adequately resolve the geometry and the bathymetry of the problem.

Therefore, in this problem we investigate the use of uniform $p$-refinement versus uniform $h$-refinement in terms of resolving the fine-scale flow features of the problem. The problem is solved on two computational grids, a very coarse grid, $h_1$ that has only two elements across the width of the inlet and a finer grid, $h_2$ which is a refinement of grid $h_1$ (see Fig. 11). Using these computational grids the problem is solved using $p = 1, 2, 3,$ and 4. The simulations are run for a period of 3 days. A periodic $M_2$ tidal flow is specified uniformly along the open ocean boundary such that the maximum velocity in the throat of the inlet is approximately 1 m/s. The nonlinear bottom friction formulation as specified in the previous problem is used with $C_f = 0.003$.

The results of a typical simulation are shown in Fig. 12, which displays the velocity contours and vectors at four different stages of the tidal period. Fig. 12a and b show the formation and advection of eddies prior to and during the approximate time of maximum flood. Eddies form at the tips of the two jetties and are advected in an easterly direction being constrained by the walls of the inlet channel. This results in the elongated eddies seen in the western part of the channel. Large circular eddies can be observed in the back-bay at the exit of the inlet channel. These dual eddies form at the corners where the channel flows into the back-bay and are unconstrained and advect freely away from the channel into the back-bay. Fig. 12c and d show the flow prior to and during the approximate time of maximum ebb tide. During the ebb flow, eddies are formed at the corners of the channel and back-bay and advect in a westerly direction. Again these eddies are constrained by the channel walls and result in the elongated forms seen in the eastern part of the channel. The formation and advection of eddies off the jetty tips, away from the channel, and around the ebb shoal can also be observed. It is the combination of the inlet along with the presence of the jetties, channel and ebb shoal that creates a very complex, advection dominated flow scenario. It is critical to accurately compute these complex flow processes in order to correctly drive the transport of passive constituents and sediment around and through the inlet.

Fig. 12. Velocity contours and vectors for problem P3.
Fig. 13. Computed velocity contours and vectors for problem P3 using grid $h_1$ for (a) $p = 1$, (b) $p = 2$, (c) $p = 3$, and (d) $p = 4$.

Fig. 14. Computed velocity contours and vectors for problem P3 using grid $h_2$ for (a) $p = 1$, (b) $p = 2$, (c) $p = 3$, and (d) $p = 4$. 
In Fig. 13, the results with grid \( h_1 \) are shown using approximations of \( p = 1, 2, 3, \) and 4. It can be seen that the \( h_1, p = 1 \) solution does not supply the necessary spatial resolution along the interior of the channel to adequately capture the formation of the elongated eddies in the western part of the channel and the accompanying return flow. Additionally, the large circular eddies in the back-bay fail to be adequately resolved. Increasing to \( p = 2 \) provides some improvement, but the solution still fails to capture the complete formation of the eddies both in the back-bay and the channel, although some return flow can be seen along the sides of the channel. It can be seen that increasing to \( p = 3 \) provides significant improvement in resolving the structure of the eddies and strong return flow can be observed along the jetties in the western part of the channel. Finally, while the \( p = 4 \) solution provides some additional improvement, it is qualitatively similar to the \( p = 3 \) solution.

In Fig. 14, the results with grid \( h_2 \) are shown again using approximations of \( p = 1, 2, 3, \) and 4. The results for the \( h_2, p = 1 \) solution are qualitatively very similar to those for the \( h_1, p = 2 \) solution. However, it is interesting to note that this simulation took approximately twice as long (2.03x) to run as the \( h_1, p = 2 \) solution. Likewise, the results for the \( h_2, p = 2 \) solution are qualitatively very similar to the \( h_1, p = 3 \) solutions but took nearly 4 times longer (3.91x). Finally, the eddies are nicely resolved with the \( h_2, p = 3 \) and \( p = 4 \) solutions, however, it appears that the \( h_2, p = 4 \) solution may be exhibiting slight oscillations indicating perhaps that the \( p = 3 \) solution may be optimal for this problem at this level of grid resolution. As we found for problem P1.1, the use of uniform \( p \)-refinement offers a more efficient means of obtaining more accurate solutions than using uniform \( h \)-refinement even for flows exhibiting complex, two-dimensional flow structures.

Finally, we compare the results obtained using the DG method for this problem with results obtained from a widely used CG based SWE model, ADCIRC [5]. Briefly, ADCIRC solves a reformulation of the SWE (the continuity equation is replaced by the so-called generalized wave continuity equation (GWCE), see for example [4]) using a CG finite element method in space and implicit/explicit time stepping (see [5] for details). ADCIRC has been validated in a large number of test cases (see for example [33–36]), though, historically it has shown deficiencies in advection dominated flow scenarios unless eddy viscosity is added to the equations and/or much finer computational grids than the ones presented here are used. Fig. 15a and b show the velocity contours and vectors produced by ADCIRC (using grid \( h_2 \) and \( p = 1 \)) during the approximate time of maximum flood and ebb tide, respectively. It can be seen that severe oscillations are present in the velocity field in the back-bay and in the open ocean in the vicinity of the jetties and the ebb shoal. Furthermore, the solution fails to adequately resolve the structure of the eddies (compare to Fig. 13).

5. Conclusions and discussion

In this paper, we have presented our implementation of an \( hp \) DG method for the solution of the two-dimensional SWE. Specific details were included on the implementation of the method, and we examined the performance of the method for both linear wave propagation problems and highly nonlinear wave propagation problems with advection dominance. It was shown that the DG solutions excelled at solving these problems with both low- and high-orders of \( p \), and the \( h \) and \( p \) convergence properties of the method were demonstrated for both linear and highly nonlinear problems.

We have also shown the ability of the method to resolve the advection of eddies in a tidal inlet with jetties and an ebb shoal. These solutions were computed with very coarse levels of resolution without specifying any eddy viscosity or applying slope limiters. We note that the CG based solutions to this problem, as demonstrated, had significant robustness and accuracy problems with the coarse levels of resolution used in our computations.

The problems studied also indicate that highly nonlinear problems perform very well with high levels of \( p \). This includes the highly advection dominated tidal inlet problem. The DG method ably captured the relevant constrained and unconstrained eddies that are generated and advected in this problem. It is clear that high-order DG solutions have the flexibility to locally form and advect the critical flow struc-
tures without over-constraining adjacent elements leading to a cascading of oscillations resulting from high-order interpolation as can be the case in CG methods.

Finally, it appears that there are significant cost efficiency benefits in using high-order \( p \) solutions for both smooth and rapidly spatially varying flows. The exponential convergence rates that are obtained using \( p \)-refinement with the DG method indicate the efficiency advantages in applying \( p \)-refinement instead of \( h \)-refinement even in highly nonlinear, two-dimensional flow scenarios. Future work in this area involves implementing a \( p \)-adaptive strategy to locally refine solutions dynamically in time.
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