CE 30125 - Lecture 6

LECTURE 6

NUMERICAL DIFFERENTIATION

» To find discrete approximations to differentiation (since computers can only deal with
functional values at discrete points)

e Uses of numerical differentiation
» To represent the terms in o.d.e.’s and p.d.e.’s in a discrete manner

* Many error estimates include derivatives of a function. This function is typically not
available, but values of the function at discrete points are.

e Notation

* Nodes are data points at which functional values are available or at which you wish
to compute functional values

At the nodes f(x,) =f;
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* Node index — i — indicates which node or point in space-time we are considering
(here only one spatial or temporal direction)

\ \ i=0,N

i 0 1 2 i 20 21 N=22

* For equi-spaced nodal points, 7 = x;, | —x;

1

Taylor Series Expansion for f(x) About a Typical Node i

2 3
Fx) = fx) + (x—x)f x) + o 2;%) ) + x 3fi) £ (x,)

+ (x_xi)4f(4)(x )+ + (x_xi)sf(s)(x ) + (x_xi)6f(6)(x )+
41 i 5! 7Tl o
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» For the present analysis we will consider only the first four terms of the T.S. expansion
(may have to consider more)

2 3
ﬂx):fhﬂ+{x—xﬂﬁnﬁg+(x;?)fmﬁﬂ+‘ngﬂf6%%)+E

where

E = (x_xi)4f(4)(x ) + (x_xi)sf(s)(x)+ (x_xi)6f(6)(x )+ =
Y i 5! i 6! o

(x - Xi)4 4)
E=-—x0 e x<i<x =

P (x_xi)4f(4)(x) .
4 i

E=0(x —xi)4

 If the Taylor series is convergent, each subsequent term in the error series should be
becoming smaller.
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* The terms in the error series may be expressed

4
* Exactlyas E = Cx ;fi) f(4)(§)

* We note that the value of & is not known

* This single term exactly represents all the truncated terms in the Taylor series

4
* Approximately as E = S 4jci) T (x;)

* This is the leading order truncated term in the series

* This approximation for the error can also be thought of as being derived from the
exact single term representation of the error with the approximation

@ =)
* In terms of an order of magnitude only as E= O(x - xl-)4

* This term is often carried simply to ensure that all terms of the correct order have
been carried in the derivations.

e This error term is indicative of how the error relatively depends on the size of the
interval!
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* Evaluate f(x,, )

FO 1) = ) + (- x)f ) + Mﬁ”( )

+M;‘3’)(x)+0(x,+1 x)t N

h n
fror = fiv bl + 5 h7 7+ 0’
e Evaluate f(x,, ,)
fXis2) = F) + Gy p =30 + Mﬁ”( )

(x; 4 2 4
X;) =

0 F(x,) + O(x

i+2
fis = fi+2h f§1)+2h2f§2)+§h3f§3)+ o(h)’
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e Evaluate f(x;, )

2
Fxi ) = )+ Gy —xpf Dy + S0
(X; 4 _xi)3 4
)0 -t =

1) h2 2) h3 3) 4
fior = fimhfi+ 57 =%+ O

e Similarly we can evaluate f(x; ,)

foy = fim2h i”+2h2ﬁ2)—§h3f§3)+0(h)4
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Approximating Derivatives by Linearly Combining Functional Values at Nodes

Forward first order accurate approximation to the first derivative

e Consider 2 nodes, i and i + 1

* Combine the difference of the functional values at these two nodes
1) h2 2) h3 3) 4
fror=fi = b+ S5 e G o't -s =

1) K 2) n 3) 4
hfi = S —f= Sl - h )+ O -

f(l) _fi+1—fi_l_z 2)
i - h 2i

h2 3 3
—gfﬁ )+ O(h)
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* First derivative of f at node i is approximated as

f§1) =f”;l_f'#E where E;—I;ﬁ.z)

» This is the first forward difference and the error is called first order in 4 (i.e. E= O(h) )

f(x) _ -~ actual slope f; (1)

h

e Notes:

* There is a clear dependence of the error on &

* The first forward difference approximation is exact for 1" degree polynomials
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Backward first order accurate approximation to the first derivative

e Consider nodes i — 1 and i and define f,—f; |

2 3
fi-fion = =m0+ 5P -0 o)

=
2 3
fimfioy = WD 2fD LA o

e First backward difference of f is then defined as:

+ E

1)_fi—fi_1
ok

 Error is again first order in h

1, (2
E = Ehfﬁ '=0(h)
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Central second order accurate approximation to the first derivative

* Consider nodes i, i—1 and i + 1 and examine f;, | —f;_,
1) h2 2) h3 3) 4 1) h2 2) h3 3) 4
fror=tion = (Ve T2 Do) {r-mD+ BP0 o)
=

1

3
Fooi—fi s = 2h i1)+%f(.3)+ o(h)’

 Central difference approximation to the first derivative is

0 it

2h E

e Formula has an error which is second order in h
h2 3) 2
E == £V = o)
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_-- actual slope f; (1)

approximate slope fi, - fi_]
2h

i-1 I i+
e The smaller %, the smaller the error

e Error is obviously generally better for the central O(h)2 formula than the forward or
backward O(h) formulae!

» Expression is exact for 2nd degree polynomials due to the third derivative in the expres-
sion for E
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« Strictly the order of the error is indicative of the rate of convergence as opposed to the

absolute error

log(E)=log(f l-(] )- F.D. approx)

1

A

\
¢
8 0&
\%
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Forward first order accurate approximation to the second derivative

* Now consider nodes i, i+ 1 and i +2 and the linear combination of functional values

fi+2_2fi+1+fi

Froa=26ia+ s = (fr2ntD 20’2 + §h3f§3) +o(h)’)

1) n 2)  1,343) 4
e L o) + 1)
=

2 (2 3 (3 4
froa=2fi +fi= A7 —0£) + o)

e Forward difference approximation to second derivative

£ _fi+2_2fi+1+fi+
=

E
1>

 Error first order in h

E = hfY) = O(h)
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TABLE OF DIFFERENCE APPROXIMATIONS

 First Derivative Approximations

» Forward difference approximations:

f§1>=f"+}1_f"+E , EE—%h 2
+4 - 3f.
fgl): —fiva 4y fl+E ’

2h

AD 2 3= 4o+ 18f; 1 -11f;

6h

» Backward difference approximations:

f§1)=fi_}{i_l+E ’ E f(2)

f(l) _ 3i—4fi 1 +fisa

7 +FE

fgl) _ 11f; = 18f; 1 +9f; 2 —2f;_3

6h
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* Central difference approximations:

f§1) :fi+12_hfi—1+E ’ E———hzfm

IIl

1y St 8 -8 i 4 (5)
/i = 12h tE f(

» Second Derivative Approximations

» Forward difference approximations

2y Jiva =2t e
£ = > +E , E=z-hf

Je —fiv3t i 251 2 11,244
i = 3 +E , = —= i
., 2
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» Backward difference approximations:

. —2f. + f.
fgz)zfz fz—21 fz—2+E , E:hl3)
h
2f;i=Sfi_ A fi 11
2) 1 2 3 2 (4)
fg = ! ! 5 ! ! +FE E_'l—zh i
h
* Central difference approximations:
0y Jiv1= 2+ i 2 (4)
A = ARELSLEY 3 E———hf

h

+ 16 - 30f. + 16f, | —f;
f§2)= —fis2 fi + f; fi1 fz—2+E , EEgi()h4f§6)

12h2

® All the derivative approximations we have examined are linear combinations of
functional values at nodes!!

o What is a general technique for finding the associated coefficients?
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